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ACTIVE LEARNING U-AL IMPROVES WORST-GROUP ACCURACY REPRESENTATIVENESS-BASED AL
Goal: Get same accuracy as passive learning with less labeled data N SVHN-LT - Idea: interpolate between U-AL and PL c.g. 6-greedy U-AL
~ prior focus: average-case performance z; | | » U-AL = informativeness
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One common strategy: Uncertainty-based AL (U-AL): ~ PL = representativeness

PL with probability e, U-AL with probability 1 — e
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» Repeat until labeling budget is exhausted

. o (o - 01 . ' — PL+RW Epsilon
1. train classifier f on current labeled set 00 —— S — o
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2. label pOintS Of higheSt uncertainty Wrt Classifier f Number of Samples in Label Set Number of Samples in Label Set g N : ?.?5
e.g. points close to the current decision boundary (@) Class imbalance (b) Group imbalance <
£t ; ly [M ¢ a'18: Tif £ al’23] » U-AL improves accuracy for both the worst-class and worst-group 5 02
> often performs poor ussmann et al’18; Tifrea et a , , o
P .p y o , e Note: U-AL can improve further with re-weighting (RW) = 01
and cannot decide a priori if U-AL is suitable for a task
00
Alternative to U-AL: representativeness-based AL U-AL VS OTHER AL STRATEGIES 00 750 1000 1250 1500 1750 2000 2250

> U-AL collects more balanced data for both class- and group-imbalance

~ e-greedy U-AL, BADGE, Coreset AL, TypiClust, etc Takeaway: representativeness-based AL hurts worst-class

and worst-group accuracy even when combined with U-AL
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BIASED CLASSIFIERS SAMPLE BALANCED DATA

— U-AL
— PL+RW

 —— PLeERM Idea: bias the classifier used for sampling new labeled data
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U-AL SELECTS A MORE BALANCED DATASET oo >~ re-weighting with lower (rather than higher) weight for

.. . 1000 2000 3000 4000 5000 1000 2000 3000 4000 5000 minority sam leS
PrOpOSItlon fOr Symmetrlc Z—GMM data Number of Samples in Label Set Number of Samples in Label Set . . y p .
i.e. increase (rather than decrease) bias

(@) SVHN-LT (b) CelebA
U-AL collects more balanced labeled set than passive learning. o
U-AL vSs PL MITIGATIONS 05 o Q

> similar observation by [Ertekin et al’07] for Bayes classifier| | . {-AL does not hurt variance as much as PL mitigations (e.g. RW)
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[PL+RW] maj_min_ratio = 1
—— [U-AL] maj_min_ratio = 10
- [PL+RW] maj_min_ratio = 10
—— [U-AL] maj_min_ratio = 100
- [PL+RW] maj_min_ratio = 100
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s ®—— Bayes Classifer

‘| Gy 1 | Takeaway: increasing classifier bias leads to collecting a
= more balanced labeled dataset




